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Historische Kaufkraftvergleiche schweben also immer mehr oder
weniger in der Luft.
—Wilhelm Ropke, Die Lehre von der Wirtschaft

Money and Measurement

Nothing is more familiar than the value of money. Every time we buy
a book or a beer or note the price of a computer or a car, we simulta-
neously update our information about the value of money expressed in
units of books, beer, computers, or cars. Money is nevertheless not like
these physical goods. Value (or price) and quantity are separate charac-
teristics for physical goods. A copy of Keynes’s General Theory is the
same book whether it costs $10 or $10,000. But a ten-dollar bill is, in a
relevant sense, a different thing when a copy of the General Theory costs
$10 than when it costs $10,000. That the real quantity of money depends
on the prices of goods was understood well before the dawn of modern
economics. It is sometimes not enough to evaluate that real quantity with
respect to a book, a pint of beer, a computer, or a house. Both because
it is a useful portmanteau statistic and because it plays a causal role in
our theories of the macroeconomy, we sometimes need to know the real
quantity of money with respect to goods in general—that is, we need to
know the general price level.
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We are now so familiar with the idea of price indices that the idea of
a general price level no longer appears problematic. But consider the re-
cent discussion of the measurement of the Consumer Price Index (CPI),
particularly in the wake of the December 1996 report of the Advisory
Commission to Study the Consumer Price Index (commonly known as
the Boskin Commission [Boskin et al. 1996]). Getting the right value for
the price indices is important on several dimensions. There is a scien-
tific interest in, for example, measuring the real Gross Domestic Product
(GDP) or productivity growth. If the price indices are too high, we ap-
pear less prosperous and productive than we really are. Real GDP and
productivity data, as well as inflation data that are based directly on the
price indices, affect the policy actions of the central bank and so have im-
portant consequences for the future prosperity of the country. And they
affect various index-linked payments in pensions and contracts, thereby
affecting the distribution of income and government finance.

The Boskin report concluded that the CPI overstated inflation by 1.1
percentage points. While some commentators disputed the particular es-
timates, almost no one observed what a conceptually odd conclusion the
report had drawn. Index numbers reduce the changes in prices of many
goods to a single summary statistic. There is no unique, correct way to
make that reduction. Although there are better and worse ways to make
it, the class of theoretically admissible indices is infinite. To conclude
that the CPI overstates frue inflation by a precise amount is implicitly
to claim that there is a precisely true price index, a unique value of
money—but there is no such true index.

The problems of what the value of money is and how to measure it
are not new. Both classical political economists and policymakers in the
eighteenth and nineteenth centuries faced the same problems that we do
today, albeit in an era much less rich in economic data and statistical
understanding. They were perhaps less complacent about how to address
the problems; for, although index numbers appeared during the same
period, they had not yet come to dominate the thinking about the general
price level. The goal of this essay is to look back to this earlier time and
to a selection of classical authors to ask, What did they mean by the
“value” of money? And how did they measure it?

There is, of course, a logically prior question that should be related to
the conception of the problem at hand: what is measurement? We shall
take measurement to mean the assignment of a quantitative value to a
conceptually quantifiable variable, in our case the value of money, on
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the basis of empirical data. Assigning values to distance with a yard-
stick or to temperature with a thermometer epitomize measurement. In
these cases, measurement consists of placing an instrument (the yard-
stick or the thermometer) in a physical relationship with the thing to be
measured. For any interaction between the instrument and the thing to
be measured to produce a useful result, we must maintain certain the-
oretical (and generally not directly testable) commitments. We assume,
for instance, that the yardstick is rigid or that the mercury expands lin-
early. We must also assume that the system of measuring instrument and
measured object are isolated in the sense that any interfering causes are
trivial or have been shielded away or that we have a systematic method
of compensating or accounting for their influences.

Although the same features of theoretical presuppositions and the need
for isolation or compensation arise in economic measurement, there is
rarely anything that corresponds to a tangible measuring instrument such
as a yardstick or thermometer. Money and goods can be counted and
prices recorded, but often these raw data are not the aspects of the econ-
omy that we seek to measure. Raw data are inputs to a process of manip-
ulation in accordance with theoretical presuppositions—a process that
assigns a number to a quantity that may not be directly observable to the
senses, even in principle.

Indirect measurement is characteristic of many physical sciences as
well as economics. Yet it raises the question of the difference between
measurement and inference. The inferential distance between the ther-
mometer and body temperature seems short compared to that between a
spectroscopic photograph and the temperature of the sun or between a
set of prices for thousands of goods and the value of money. Neverthe-
less we suggest the distinction between measurement and inference is
heuristic rather than essential. We typically expect measurements to ap-
peal to a different set of theoretical presuppositions than those at stake
in the investigation at hand. If the linearity of the expansion of mercury
with temperature was the question, we would not expect measurements
made with a mercury thermometer to decide it. Related to this, we expect
measurements to be transferable beyond the particular theoretical con-
text in which they are made. Thus, we not only expect the fact that we
measure the temperature of water to be 90°C to imply that an ice cube
dropped into the water will melt, but also that we can calculate the rate
at which it will melt based in part on transferring the measured temper-
ature into the appropriate thermodynamical equations. Transferability is



140 Kevin D. Hoover and Michael E. Dowell

related to the notion that the measured variables are real characteristics.
(See Spencer Banzhaf’s essay in this volume for a discussion of concep-
tions of measurement and the value of money in the twentieth century.)

To address the question of measuring the value of money, we will ex-
amine some of the writings of Adam Smith, the Bullion Committee of
1810, Thomas Tooke, and William Stanley Jevons. Our purpose is lim-
ited. Each of the three individuals has written extensively on prices and
money, and the Bullion Committee’s report involved as authors and pos-
itive or negative critics many of the most important British economists
of the day (e.g., David Ricardo). Our concern is neither with the totality
of any of the author’s works nor with the details of the monetary contro-
versies in which they were involved except insofar as they directly affect
our central purpose—understanding the motivations, problems, and pit-
falls that each author faced in a particular empirical investigation aiming
to quantify the value (or changes in value) of money. We also recognize
that we may have been able to illustrate these issues with other authors
or other works. We take an episodic rather than a systematic approach.
For each author, taking the Bullion Committee as one, we examine a sin-
gle text or part of a text, focusing on the concept of the value of money
and the strategies used for measuring that value. Despite the episodic
approach, there is nonetheless some continuity in the discussion. These
authors can be read as carrying on a conversation. To one degree or an-
other, the later authors comment on the earlier, and the problems that
motivate each author’s work are related to the those addressed by the
earlier authors in a connected historical sequence.

Adam Smith’s “Digression Concerning the
Variations in the Value of Silver”

While Smith discusses his general notions of value and money in book
1, chapters 4 and 5 of the Wealth of Nations, his attempt to quantify
changes in the value of money does not occur until book 1, chapter 11,
“Of the Rent of Land” in the “Digression Concerning the Variations in
the Value of Silver” (Smith [1776] 1981, 195-259).1 The “Digression”
sits in the midst of a discussion of the value of produce from land that al-
ways pays rent relative to land that sometimes does and sometimes does
not pay rent. The general tendency, Smith argues, is for the produce of

1. Page references are to the Glasgow edition of the Wealth of Nations.
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the land other than food to rise in value as the overall wealth of society
rises. For goods that are not easily transportable (e.g., quarry stone), the
relevant market is more or less local. But for silver, which is easily trans-
ported, the relevant market is the whole world. The value of silver in the
world will depend on the proportion between supply, driven by acciden-
tal discoveries of new mines, and demand, driven by general economic
development. Smith seeks to show that over four centuries the balance
between supply and demand has shifted so that three distinct episodes
can be discerned—each characterized by a particular general direction
of the price of silver or, equivalently, the value of money.

The main purpose of Smith’s investigation appears to be a detached
scientific one: does the behavior of silver illustrate his understanding
of the course of the value of nonagricultural produce over time? Smith
([1776] 1981, 200 and passim) also wishes to provide empirical evidence
against the crudest version of the quantity theory of money. In the crude
version, whenever the quantity of precious metals increases, so do prices.
Smith objects that the stock of money naturally increases in a prosper-
ous country, but that much of it is absorbed by the increased trade and
the increased demand for silver and gold in luxury manufactures, so that
prices need not increase.2 To make his case, he needs to measure the ac-
tual change in the value of silver.

Near the end of the “Digression,” Smith ([1776] 1981, 258) goes on
to suggest two further practical purposes for understanding the value of
money: (1) to help judge accurately the state of the economy—prosper-
ous or otherwise; and (2) to give information on cost-of-living adjust-
ments for public servants (cf. Jevons 1863, 81-85; Cannan 1925, 67).
(We presume that he exempts private employees on the ground that the
market will set their wages appropriately.)

Conceptually, what is the value of money? is an easier question for
Smith than for later authors. Since he holds a labor theory of value, the
price of silver relative to labor is the true measure: “Labour, it must be
remembered, and not any particular commodity or sett of commodities
is the real measure of value both of silver and of all other commodi-
ties” ([1776] 1981, 206). This seems clear enough, but Smith is, in fact,
not completely consistent, partly for reasons that are hard to fathom and

2. A similar position is taken by the Bullion Committee. See the disussion of the Bullion
Committee Report below.
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partly for reasons that reflect theoretical presuppositions that guide his
measurement strategy.

Immediately before the “Digression,” Smith ([1776] 1981, 194) de-
fines a fall in the value of silver as consisting in the fact that an amount
of it would “purchase or command a smaller and a smaller quantity of
labour, or exchange for a smaller and a smaller quantity of corn, the prin-
cipal part of the subsistence of the labourer.” Here corn appears to be
as much a measure of the value of silver as labor itself, yet we know
that labor is more fundamental than corn in Smith’s account of value. In
practice, Smith judges the value of silver from the silver price of corn.
Why not collect wage rates rather than corn prices, as Tooke ([1838-57]
1972, 1: 55-56) would later argue would have been more consistent with
Smith’s analysis?3

The answer is not obvious, but we speculate on two considerations.
First, Smith ([1776] 1981, 49, and book 1, chaps. 8 and 10) understands
that labor and wages are heterogeneous across occupations. In contrast,
what heterogeneity there is in corn is resolvable through straightforward,
conventionally agreed upon adjustments. Second, Smith does not believe
that the reward to labor measured in necessaries and luxuries is truly a
constant (51). In his view wages are higher in an advancing state than in
a declining state and may, in fact, fluctuate as well as trend. Thus, even
if in some metaphysical sense labor is everywhere equally valuable, the
question that forms the core of the Wealth of Nations—what makes a
nation prosperous?—is a question about why some countries are rich in
the necessaries and conveniences of life and others poor. Smith is shrewd
enough to understand that knowing the labor value of silver (i.e., the
nominal wage) without knowing about prices cannot answer that ques-
tion.

Why then focus on corn and not “a sett of commodities”? It might
seem that Smith has answered this question with the observation that
corn is the largest part of the typical worker’s subsistence. In fact, his
answer is based more on his theory of how relative prices develop over
time (Smith [1776] 1981, 206). He observes that the average supply and
demand for any produced goods are on average nearly equal over long
periods of time. Cattle are essential to corn production—both as a source
of manure and as draft animals. Over time, technological improvements

3. References to Tooke’s History of Prices ([1838-57] 1972) are by volume number and
page number.
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raise corn production and tend ceteris paribus to reduce the price of corn.
But rising productivity also raises the demand for cattle; the price of cat-
tle increases as cattle production has to be moved off waste land onto
arable land to meet this demand. Smith argues that the increased input
price more or less offsets the productivity gain in corn production, ren-
dering the price of corn in terms of labor nearly constant.

The question of changing relative prices arises again in Smith’s dis-
cussion of cost-of-living adjustments for public servants. Here he notes
that corn governs the profit rate in agriculture and that the price of other
vegetable crops should fall on trend relative to corn while the price of
butcher’s meat rises ([1776] 1981, 258). Similarly, he expects to see
falling real prices of manufactured goods (260-64). Thus for Smith, corn
serves as an index—not in the modern sense of a weighted average, but
rather in the sense of a neutral commodity that indicates where labor
stands against commodities in general. Smith recognizes that the com-
position of the commodity bundle is likely to shift systematically over
time with secular trends in relative prices.

The nature of the theoretical conception underlying Smith’s advocacy
of the corn price as the standard measurement of the value of silver
points to the measurement of secular trends rather than year-to-year fluc-
tuations. Smith ([1776] 1981, 228; 216) observes that the stock of pre-
cious metals is so large relative to the flow of new production that there
is little year-to-year variation in supply. In contrast, the corn supply is
highly variable from year to year. Corn is, therefore, a poor measure of
short-run fluctuations in the value of silver or labor.

Smith’s conceptual and theoretical framework is developed in passing
as he encounters interpretive issues. In contrast, the bulk of the “Digres-
sion” is devoted to quantitative assessment of the changing value of sil-
ver. Smith seeks accurate data on corn prices. In the time before statistics
were kept purposefully for economic analysis, this is no easy task. Smith
puts together his raw data from a hodgepodge of sources: contemporary
accounts in letters and other documents that record prices incidentally,
old price-control statutes, contract prices, and the actual accounts of corn
markets. Many of these data cannot be taken at face value but must be
adjusted or interpreted. For example, Smith ([1776] 1981, 197) consid-
ers a price-control statute from 1262 in which the price of bread is tied
to the market price of corn. He regards the middle price of the table as
the normal price of corn on the assumption that the law treated prob-
able price variations symmetrically. In another case, he observes that
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recorded conversion prices in cases in which landlords can take their rent
in either money or corn are likely to be set at about half of the usual mar-
ket price (200). Similarly, Smith must be careful to adjust weights and
measures: reported corn prices must be adjusted for the relative propor-
tions of wheat and barley (e.g., 210), while circulating silver coin must
be adjusted for the degree to which it is degraded relative to standard
coin (e.g., 212-13).

Collating and cleaning the data are only the start of the measurement
process. The essential element is what we might today refer to as “signal
extraction”: how can the secular trend in corn prices be discerned in the
pattern of year-to-year fluctuations? Smith observes that prices in un-
systematic sources, such as letters or memoirs, are often extreme prices,
since they were remarkable for their novelty. It would be wrong, he ar-
gues, to infer from the fact that the lowest prices in ancient times were
much lower than the lowest prices today or from the fact that the high-
est prices in the thirteenth century were much higher than the highest
prices today that in either case the normal prices were also much lower
or higher ([1776] 1981, 203).4

Smith adopts two strategies for signal extraction. The first is time-
series averaging. For example, in the case of the earliest data (1223—
1601), Smith ([1776] 1981, 268-71) reduces the raw data to twelve-year
averages before drawing his conclusions about secular price movements.
We can regard the averaging as an example of isolating the measuring
apparatus from interfering causes through a strategy that renders these
causes trivial, as discussed above.

The second strategy is to account for each of the interfering causes
one by one in order to select only those corn prices that do not reflect
special, transitory circumstances. Much of Smith’s discussion of the data
after 1570 employs this strategy. In the seventeenth century he appeals
to circumstances such as the Civil War to account for the high price of
corn in 1648 or the export bounty to account for the high price of corn in
1688 (Smith [1776] 1981, 212). An account of this sort, however, shifts
the question somewhat, for Smith is no longer merely measuring the ex-
change value of corn. Rather, he is attempting to distinguish between
changes in the exchange value that can be attributed to changes in silver
and changes that can be attributed to some other cause. Both the shift

4. In modern terminology, the mean and the variance of prices are likely to show consider-
able independence.
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from measurement of the value of money simpliciter to measurement of
the causes of changes in the value of money and Smith’s strategy of at-
tributing to changes in the supply of silver whatever changes in the value
of money are left over once all other factors are accounted for recur in
the other episodes that we shall consider presently. It is convenient to
give Smith’s strategy the anachronistic name “the method of residues”
(see Mill 1851, 404).5

The Report of the Bullion Committee of 1810

By the time of the publication of the Bullion Report (Cannan 1925),
Britain had moved from the silver standard, with which Smith is con-
cerned, to a gold standard. In 1797 during one of the panics of the Napo-
leonic Wars, the Bank of England, at the direction of the government,
suspended the convertibility of its notes (paper pounds sterling) into
gold. This was intended as a strictly temporary measure but was in fact
renewed successively until convertibility was finally resumed in 1821.
The Bullion Committee was a response to the inflation in the second
half of the first decade of the nineteenth century. The committee’s report
sought to demonstrate that the cause of the inflation was the excess issue
of Bank of England paper notes and to refute alternative theories of the
inflation. Although the report was motivated by a general rise in prices,
its terms of reference were limited to determining the cause of the high
price of gold bullion. The main conclusion of the committee was that
Britain should resume convertibility.

Unlike Smith, the Bullion Report is unburdened by any conceptual
commitment to a deep account of value. The only value that explicitly
concerns the committee is the exchange value of the paper pound in
terms of gold or vice versa or indirectly with precious metals in other
monetary systems through the foreign exchanges. There is no doubt that
bullion prices in 1810 were substantially higher than the mint price of
£3 17s. 10%2 d. per ounce, mint price being that price at which the mint
would convert gold bullion into legal tender coin. As a result, gold coin
ceased to circulate, as it was completely supplanted by cheaper paper
money. So far, no serious measurement issues arise. The deeper question,

5. The method of residues is described in Mill’s (1851, 405) fourth canon: “Subduct from
any phenomenon such part as is known by previous inductions to be the effect of certain an-
tecedents, and the residue of the phenomenon is the effect of the remaining antecedents.”
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however, was to what extent the rise in price of bullion was attributable
to the policy of the Bank of England. The tricky problem is, then, one of
measuring causes.

The alternative explanations for the high price of bullion focused on
the disruptions to international trade and public finance as a result of the
prolonged war with France. One argument was that the immediate need
for gold to support the armies in the field had drained gold away from
England, driving up its price. The committee rejects the conceptual basis
for this argument (Cannan 1925, 10).6 It admits that there is little gold in
Britain but contends that gold cannot be considered scarce when as much
can be had as desired for those willing to pay its high price. In effect
the committee argues that goods are not scarce so long as their supply
is infinitely elastic at their market price—a very modern conception of
scarcity. And merchants assure the committee that gold is in fact freely
available at the market price.

The committee is not, however, content with a conceptual argument.
It seeks to measure the degree to which the rise in the price of bullion is
attributable to the Bank of England. Its measurements are underpinned
by a modified specie-flow mechanism.

The pure specie-flow mechanism (e.g., that attributed to David Hume)
assumes that consumers seeking the cheapest goods send gold to coun-
tries with low prices and that the gold circulating as money drives up
prices until the goods of the receiving (or home) country are no longer
cheap relative to the sending (or foreign) country. The modified specie-
flow mechanism recognizes that the transport of gold is costly and that
business between countries can be more effectively conducted through
the exchange of merchants’ bills drawn on the banks and denominated
in the currencies of the different countries. The home country, with rel-
atively cheap goods, then finds itself with an increasing stock of bills
drawn on the foreign country. With an excess supply of such bills, their
price falls, which is reported as a rise in the home country’s (or a fall in
the foreign country’s) exchange rate.

Variation in the exchange rate is limited, however, since it can never
diverge for long from the ratio of the gold content of the coin of the
two countries adjusted for the cost of actually transporting the gold. The
key idea is effective arbitrage. In this respect, the theory of the Bullion
Committee resembles the modern corporate finance literature in that it

6. Page references are to Cannan’s (1925) reprint of the committee’s report.
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concerns end states rather than causal processes. In particular, the com-
mittee never attempts to provide any detail of the process through which
excess Bank of England notes affect prices. Thus, while its theory is
compatible with versions of the quantity theory of money, it is quite dif-
ferent from those versions, such as Milton Friedman’s (a century and a
half later), that attribute price increases to wealth effects and the conse-
quences of portfolio rebalancing. The committee in fact rejects the no-
tion that there is a fixed relationship between the quantity of money, the
level of economic activity, and the price level such as might be reflected
in a stable velocity of circulation. It states:

But the quantity of currency bears no fixed proportion to the quan-
tity of commodities; and any inferences proceeding upon such a sup-
position would be entirely erroneous. The effective currency of the
Country depends upon the quickness of circulation, and the number
of exchanges performed in a given time, as well as upon its numerical
amount; and all the circumstances which tend to quicken or retard the
rate of circulation, render the same amount of currency more or less
adequate to the wants of trade. (Cannan 1925, 57)

The committee’s approach to measurement is straightforward and re-
lies heavily on the modified specie-flow mechanism. With currencies
convertible into gold, the price of gold should be the same everywhere
and the currencies should trade at par—that is, in the ratio that reflects
their relative gold content. With the pound sterling inconvertible, the
committee assumes that since bullion remains available everywhere (this
is the importance of their particular conceptualization of scarcity), the
real price of bullion is the same everywhere and the real exchange rate
is at par. Any excess of the nominal over the real price of bullion or any
fall in the nominal exchange rate below par is, then, a direct measure of
the effect of the excess paper pounds.

This measurement strategy is more difficult to implement in practice
than the bare outline suggests. Unlike Smith, the Bullion Committee has
relatively good data on exchange rates and gold prices themselves; the
gold and foreign exchange dealers are a regular part of the merchant
community and support circulars such as Lloyd’s Lists and Wettenhall’s
Course of Exchange for business purposes (Cannan 1925, 8-9). Even
with such data, there are at least two complications to consider. First, the
par values for exchange rates are based on the assumption that coinage
of the various countries is at its full legal weight. Actual deviations from
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par must account for the fact that coins of the various currencies may
be clipped or worn to different degrees (Cannan 1925, 23-24).7 Second,
the legal standard in some countries is gold and in other countries sil-
ver, requiring that calculations of par also account for the price of silver
relative to gold.

More significantly, the Bullion Committee has a sophisticated under-
standing of the limits of its theoretical framework. Its strongest conclu-
sions are delivered only under the assumptions that transport, handling,
and conversion costs for bullion and coin are zero and that arbitrage is
perfect and speedy. Most of the effort of measurement in its report is
directed at setting bounds to these costs or limits to the effectiveness of
arbitrage. The strategy is counterfactual. Supposing that there were no
inconvertible paper money, how much could the price of bullion differ
from the price of coin? And how much could the exchange rate vary from
par?

The coinage of some countries—although not Great Britain—was
subject to seigniorage. Loss to wear and tear for British coin is limited to
1.11 percent by legal tender statutes, although the committee estimates
this loss to be less than 1 percent (Cannan 1925, 13-15). Legal restric-
tions on exporting gold derived from melting British coin—restrictions
not easily enforced—add a premium of 3—4 shillings per ounce to bullion
legal for export. Counting these and other costs, the committee estimates
the largest difference possible between coin and bullion at 5 percent of
the value of coin. It cites the experience in the years before 1797 as con-
firming that limit.8

Similarly, relying on the testimony of merchants, the committee rec-
ognizes that the cost of transporting bullion, including insurance, fluc-
tuates with the military situation but does not exceed 7 percent (Cannan
1925, 25).

Some data are dismissed as outliers by appeal to violations of the ce-
teris paribus conditions of the modified specie-flow mechanism. For ex-
ample, the military situation in Portugal resulted in a substantial balance
of payments deficit with England and an exchange rate 13'2 percent in

7. Smith ([1776] 1981, 43-44) also addresses the “debased coin.”

8. The committee did recognize one factor that would tend to cause the price of coin to rise
above that of bullion. The opportunity cost measured as the lost interest for the period over
which the bullion is being minted into coin is estimated at less than 1 percent. The commit-
tee also assumes this percentage is falling as the operation of coining bullion becomes more
efficient (Cannan 1925, 12-14).
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favor of England. This situation is treated as anomalous. The excess de-
mand for British bills had become so high and the exchange rate so favor-
able to England that the price differentials between England and Portugal
had reached the point at which it was profitable to ship bullion. Equi-
libration through actual shipments of bullion is a slower process than
equilibration through the trade in merchants’ bills. And the market was
too disordered to equilibrate in the usual manner as it would have in a
politically and economically more stable situation.

Once all the factors by which the actual specie-flow mechanism in
the real world differs from the ideal theory are taken into account, the
measurement strategy of the committee is the same as that employed by
Smith: whatever cannot be accounted for otherwise is attributed to the
excess of paper money (the method of residues). The committee con-
cludes that bullion is 15 to 16 percent above its mint price; at most, 5%2
percentage points of that difference can be attributed to other causes than
excess paper. The foreign exchanges stand 16 to 20 percent below par,
and at most 7 percentage points can be attributed to the costs of actually
shipping bullion. Between 9% to 13 percentage points of the rise in the
price of bullion is attributed to excess paper currency.

Thomas Tooke’s History of Prices

The first volume of Tooke’s monumental six-volume History of Prices
was published in 1838—over a quarter century after the report of the
Bullion Committee—and seventeen years after the resumption of con-
vertibility. The first two volumes examined prices before and after the
period of the paper pound. Tooke’s aim was to bolster the case for the
Banking School, which advocated that the currency be convertible and
that banks freely discount “real bills” of good quality and short duration.
The Banking School believed that paper money could not be inflation-
ary in such an institutional environment. The last volume of the His-
tory (written with William Newmarch) was not published until 1857—
thirteen years after the Banking School was vanquished by the Bank
Charter Act of 1844. This act institutionalized the operating procedures
for the Bank of England, procedures advocated by its arch-rival, the
Currency School.® (See Thomas Humphrey’s article in this volume for

9. The Bank Charter Act divided the Bank of England into an issue department and a bank-
ing department. The issue department was required to fully back any notes in excess of £14
million with bullion or coin (Andréades [1909] 1966, 289).
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a discussion of the role of the Federal Reserve’s allegiance to the real
bills doctrine in its choice of what to measure in the 1910s to 1930s.)

The scope of Tooke’s investigations into the value of money rivals
that of Smith, and his attention to factual detail considerably exceeds
Smith’s. Yet his purposes are less detached: Tooke sought to refute the
empirical basis for one set of monetary policies and to establish that of
another. His concern for topical problems in monetary policy helps to
explain his short-run focus.!© Smith identified trends; Tooke hopes to
explain year-to-year variation. His is not a descriptive task but one of
causal assignment. The question is “Whether, in the altered proportions
between money and the objects exchanged by it, the variations of prices,
consequent on those altered proportions, originated in, and were depen-
dant upon, alterations in the quantity of money on the one hand, or in
the cost of production, and the accidents affecting supply, on the other”
(Tooke [1838-57] 1972, 1:154; emphasis in original).

That the requisite measurements aim to establish causes, not merely
to describe relative prices, is central to Tooke’s enterprise. He draws a
distinction between the “depreciation of currency,” which he defines as
the mismatch between the actual metallic content of coin and the mint
regulations or between paper money and the coin that it is supposed to
represent, and the “depreciation of money,” which he defines as a fall in
value of money owing to an increase in its quantity “indicated by, and
commensurate with, a general rise in prices of commodities and labor”
(Tooke [1838-57] 1972, 1:119-23). The Bullion Committee addressed
the depreciation of the currency, but Tooke believes that the relevant
question for his time is the depreciation of money.

Unlike Smith or the Bullion Committee, Tooke’s conception of the
value of money is fuzzy in its essence:!!

Of variations in the value of the standard itself there is no infallible cri-
terion. Variations, therefore, in the value of the standard, if they occur,
can only be inferred from variations of considerable extent and dura-
tion, in the bullion prices of commodities and labour, in cases in which
these variations do not, according to the widest induction of facts, ad-
mit of being accounted for, by circumstances which have influenced

10. Tooke does not deny that there are secular trends in prices; it is just that they are not
what interests him in the context of monetary policy.

11. Although Tooks’s conception of the value of money was “fuzzy,” it is again an applica-
tion of the method of residues.
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the prices of the commodities and labour in question, independently of
the supposition of any alteration in the quantity or rate of circulation
of the currency. ([1838-57] 1972, 1:125)12

Tooke brings a wide range of information to bear on the question of the
changing value of money, but it remains unclear what process he uses to
aggregate it and draw firm conclusions. There may be some element of
truth in the view (which might be taken by any modern-day economist)
that Tooke was simply a fact grubber who has outrun the resources of
his statistical methods. Yet, this is not the whole story.

Tooke was aware of the existence of index numbers. He cites, for
instance, Arthur Young’s crude cost-of-living index (Tooke [1838-57]
1972, 1:226n). Despite his familiarity with the idea, price indices play
no part in the History of Prices. A price index would not in any case
have necessarily captured Tooke’s conception of the general price level.
He states his conception directly: “It is the quantity of money constitut-
ing the revenues of the different orders of the state, under the head of
rents, profits, salaries, and wages, destined for current expenditure, ac-
cording to the wants and habits of the several classes, that alone forms
the limiting principle of the aggregate of money prices,—the only prices
that can properly come under the designation of general prices” ([1838—
5711972, 3:276). Tooke’s conception is rather closer to the current one of
national income or to John Maynard Keynes’s “aggregate demand price”
than it is to the CPI or other index number for prices.

Tooke’s conception of general prices is well suited to the theoretical
presuppositions on which his measurement strategy is based. The first
two volumes of the History aim to refute the view of the Currency School
that the decline in prices from the resumption of convertibility in 1821
up to the time Tooke is writing was the result of a reduction in Bank of
England paper notes. The Currency School was regarded as the intellec-
tual successor to the Bullion Committee. So it is surprising that Tooke
([1838-57] 1972, 1:4, 123-7) fully supports the analysis, the measure-
ments of depreciation, and the policy conclusions of the Bullion Com-
mittee as well as Ricardo and other “bullionists.” His objection to the
Currency School is, as he characterizes it in his Inquiry into the Cur-
rency Principle ([1844] 1959, 6), that it adopts a crude version of the
specie-flow mechanism, in which prices are determined by gold flows

12. Tooke’s reference to “variations of considerable extent and duration” should not be
taken in context to imply a focus on secular changes in prices.
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and all gold is treated as if it were coin and, therefore, part of the circu-
lating medium, without any account of the mechanisms through which
such flows might affect demand or the costs of production. What is more,
Tooke ([1844] 1959, 67-73) charges the Currency School with arbitrar-
ily treating Bank of England notes as a perfect substitute for coin, ir-
respective of whether they are convertible or not, and unaccountably
distinguishing between these notes and other financial assets used in
trade, including merchants’ bills and country banknotes. The Bullion
Committee was no more specific in its description of the mechanism of
price change than the Currency School, but its adherence to the modified
specie-flow mechanism in which actual gold flows are secondary and its
agnosticism with respect to the proportionality of prices to money are
more consonant with Tooke’s own views.

Tooke’s main theoretical objection to the Currency School can be cast
positively as the key to his own approach. In his definition of general
prices cited above, as well as in the practical judgments he makes
throughout the History, it is clear that Tooke believes that, when ex-
amined from the point of view of causal processes, money is never the
proximate cause of price changes. At best, money affects prices indi-
rectly through incomes and expenditure and, therefore, through demand
or interest rates (which he regards as part of the cost of production and
supply, though only in the long run) ([1844] 1959, 6972, 81; [1838-57]
1972, 1:115, 2:347, 5:583-4).

Tooke’s approach is fine-grained and critical. He tries to show that his
opponents’ theories are inconsistent with the data examined broadly. For
example, relying on the idea that increases in the money stock should
scale prices generally upward, Tooke (e.g., [1838-57] 1972, 1:232) of-
fers evidence that some prices rise and others fall. At a minimum, he
makes the point that price change is unlikely to be monocasual, that it
is net effects that are observed, and that some decomposition is neces-
sary (e.g., 1:124-5). In this and other respects, his approach is similar
to Smith’s; yet Tooke criticizes in detail Smith’s empirical account of
the progress of the value of silver. He questions, for instance, Smith’s
adjustments to the quantity data on corn, which were meant to account
for its variable quality (Tooke [1838-57] 1972, 1:23). More importantly,
he criticizes Smith’s measuring strategy. He argues that Smith is incon-
sistent in defining value in terms of labor and then declining to use the
money wage as data on the changing value of silver: the money price
of “common day labour” is, Tooke (1:56) writes, “a better criterion than
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corn, of the value of the precious metals.” And he goes on to point out
that laborers consume many other commodities than corn. As we have
already observed, Smith’s justification for focusing on corn prices was
more subtle than simply that corn forms the largest portion of a worker’s
subsistence. So, to some extent, Tooke misses Smith’s point.

More tellingly, Tooke criticizes Smith’s strategy of isolating changes
in corn prices resulting from changes in the value of silver from those
resulting from supply conditions in agriculture. Smith averaged his data
into twelve-year blocks, hoping to cancel out year-to-year fluctuations.
Tooke ([1838-57] 1972, 1:59 and passim) demonstrates through a year-
by-year analysis that the seasons show long cycles of successive good
and bad years.!3

The measurement strategy, which Tooke also employs for later pe-
riods, is exemplified in his reanalysis of Smith’s account of the seven-
teenth and eighteenth centuries. Tooke examines each price change and
attempts to give an adequate explanation in nonmonetary terms. Only the
unexplained residual can be attributed to monetary factors—the method
of residues again, and applied relentlessly.

It is surprising, and apparently inconsistent, given Tooke’s criticism
of Smith’s focus on corn, that Tooke himself mainly cites corn prices.
In the early volumes of the History, wage rates and the prices of other
commodities are sometimes mentioned, but only corn prices are exam-
ined systematically. In the later volumes, other prices are cited more fre-
quently, but corn dominates. Tooke ([1838-57] 1972, 1:5-6) identifies
the sources of price changes as (1) the seasons, (2) the vicissitudes of
war, (3) monetary conditions, (4) changing population, and (5) techni-
cal progress. The last two he dismisses as operating too slowly to be
important for the short-term changes in the value of money that interest
him. In this conclusion, he clearly demonstrates how his purposes are
different from Smith’s.

Appealing to Charles Davenant’s empirical law, which shows that the
price of corn is highly sensitive to small variations in the size of the
harvest, Tooke ([1838-57] 1972, 1:10-12) places the greatest explana-
tory weight on the seasons—that is, on changing supply conditions.!4
While he sometimes cites data on the stocks of wheat and other grains, he

13. In the language of modern time-series analysis, Tooke shows that that there is a near
unit root in the seasons, so that reversion to the mean is a slow process for which twelve-year
averages are too short.

14. See the article on Davenant in Palgrave’s Dictionary (1925).
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appears to lack any systematic source of information on quantities of
grain. The appeal to Davenant’s law is more an argument for the plau-
sibility of large price swings than the basis for measurement. Indeed,
though Tooke acknowledges the need to compose causes in order to com-
pute the net effects on prices, he provides no basis for quantitatively im-
plementing such a composition. He writes as if it is enough to show that
when prices are abnormally high, the harvest was abnormally low, to
demonstrate that any monetary explanation is unnecessary for any part
of the price change.

A similar lack of a technique for quantitative assessment plagues
Tooke’s appeal to the data on price changes for a wider spectrum of
goods. At best he is able to point out instances when goods typically
do or do not rise and fall in price together. He does draw quantitative
conclusions, but the technique is opaque. For example, at one point he
cites his own testimony to Parliament on the fall of prices for forty non-
agricultural commodities, which he estimates to be 40 percent ([1838-
57] 1972, 2:88). The reader is left to puzzle where the number might
have come from. Arnon (1990, 17) characterizes Tooke as a sort of id-
iot savant (our words, not Arnon’s) who, deeply immersed in the data,
was able to draw conclusions about the general direction of prices—
conclusions that a modern statistician would have drawn using index
numbers. Tooke had argued, for example, that prices in 1810 and 1811
had fallen, whereas the bullionists had argued that they had risen. Arnon’s
index numbers support Tooke.

Tooke’s failure to provide aggregate measures of changing prices is,
as we have already argued, at least in part justified by his own concep-
tion of the value of money. The interaction of his strategy of treating
each price change as sui generis with his theoretical presupposition that
money affects prices only indirectly is nearly self-validating for his view
that monetary conditions in fact affected prices very little. He was, as we
have noted already, willing to agree with the Bullion Committee that the
inflation in the second half of the first decade of the nineteenth century
was the result of an excess issue of inconvertible paper. Symmetrically,
he was willing to concede that part of the price fall after the resumption
of convertibility in 1821 could also be attributed to the change in mone-
tary regime—but no more than to the degree of divergence in value be-
tween paper and gold (that is, about 6-7 percent in his estimation). Other
than that case, with no technique of decomposing price changes, Tooke is
content to show that any time prices change, there is some nonmonetary
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factor operating in the right direction. It is hard to see that any residue
could be left for which monetary explanation would be requisite.

William Stanley Jevons’s “A Serious Fall
in the Value of Gold”

Although William Stanley Jevons’s “A Serious Fall in the Value of Gold”
(1863) was written only a few years after the final volume of Tooke’s
History, it belongs to a different intellectual world. The great monetary-
policy debates of the first half of the nineteenth century had been re-
solved in practical political terms in favor of the Currency School. Jev-
ons’s concerns are, in many ways, closer to Smith’s than to the Bullion
Committee’s or Tooke’s. The operation of the banking system and the
problems of paper currencies are hardly mentioned. The focus is on the
metallic standard. New supplies of gold had been discovered in Califor-
nia and Australia. Jevons’s question was to what degree these affected
the value of money. Although he was not concerned with the course of
the value of money over centuries as Smith had been, he was, in con-
trast to Tooke and the Bullion Committee, concerned with the permanent
changes—secular rather than cyclical (to use a modern terminology that
Jevons would have appreciated).

Jevons’s conception of the value of money is strictly exchange value:
“All that is meant by a fall in the value of gold, is the fact that more
gold is now usually required to purchase an article than in former years”
(1863, 18). Like Tooke, Jevons was aware of the essential ambiguity of
this definition: “Value is a vague expression for potency in purchasing
other commodities” (20). If gold becomes less potent in its ability to pur-
chase some commodities and not more potent with respect to others, then
its value has certainly declined. The standard (to use later terminology)
is Pareto dominance. But given that Pareto dominance is rarely exem-
plified in the economy, Jevons strikes a pragmatic pose: if the increases
in prices of goods predominate over the declines, then the value of gold
is said to fall. Anticipating the results of his investigations, he writes:
“I regard the fall in the value of gold as conclusively proved, although
the exact nature of the problem is left amid the obscurities of economic
science in general” (21). Jevons is thoroughly modern in his desire to
provide a precise numerical answer to an intrinsically vague question.

Jevons’s theoretical presuppositions are partly statistical and partly
economic. On the statistical side he begins with the notion, vaguely
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justified by appeals to probability, that a price rise is more likely to oc-
cur as the result of a change in the quantity of gold if the prices of many
goods rise relative to gold rather than the price of just one. The idea is
that the supply conditions of the various goods are independent, so that
in any reasonable aggregation they should cancel out, where the supply
conditions of gold affect the price of all goods relative to gold and so
will not cancel out.!5 (For a more detailed discussion of this point, see
Harro Maas’s essay in this volume.)

Like Smith and Tooke, Jevons acknowledges that prices will be af-
fected by changing conditions of supply and demand for each good.
Since he wishes to determine the permanent component of price change
caused by changes in the stock of gold, he must eliminate the effects of
cyclical variation.!6 In contrast with the earlier authors, Jevons is keenly
aware of the trade cycle. He argues that ideally one would like to com-
pare prices at the same relative point across different trade cycles. Prac-
tically, however, he recognizes that cycles have different lengths, so that
it is generally impossible to locate the precisely analogous point in dif-
ferent cycles (1863, 34-35). Instead, he suggests comparing the averages
across cycles. In this approach, he appeals to the same notion of cancella-
tion of transitory influences through time that we argue motivated Smith
to look at twelve-year averages. But Smith’s averages covered periods
with arbitrary end points, whereas Jevons needs to date the beginnings
and ends of the particular cycles. He does this by looking at the time se-
ries for interest rates, appealing to his own theory of how interest rates
vary with the trade cycle (36).

Jevons’s strategy for measurement is to exploit the independence of
transitory variation both across commodities and over time. He con-
structs index numbers. Index numbers are not original to Jevons; his
novelty lies in applying them to the problem of the value of money.!7 His

15. Jevons (1867, 153) further clarifies the point, arguing that given the complexities of the
measurement problem “we can only attack them by the use of averages, and by so trusting to
probabilities.” With fifty commodities, “the probability is almost infinite” that individual causes
will cancel.

16. “At the same time, we shall be put on our guard against mistaking any temporary fluctu-
ation due to excessive investment or credit, for the effect of gold depreciation. . . . To eliminate
such disturbances in our comparisons of prices before and after the gold discoveries, we might
compare the prices at corresponding points of the commercial tide” (Jevons 1865, 34).

17. In another article, Jevons (1865, 119-20) suggests that index numbers would have
helped Tooke and William Newmarch to reduce and render more interpretable the mass of
price data in the History. As we noted above, Tooke knew about index numbers in a general
way. Jevons’s first reference is to a tabular standard of value due to Evelyn in 1798. Chance
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index numbers are simple geometric averages of the prices of a selection
of thirty-nine major (and, subsequently, of an additional seventy-nine
minor) commodities (1863, 38—41, 51). (For a more detailed account
of Jevons’s methodology in constructing his index numbers, see Sandra
Peart’s article in this volume. For a discussion of his choice of the geo-
metric mean, see Maas this volume.) Jevon’s data is mainly drawn from
The Economist. He is aware of many of the issues regarding the appropri-
ate methods of weighting different prices familiar in modern treatments
of index numbers (1863, 21). But Jevons lacks information on the quan-
tities of commodities. He argues that his separate examination of major
and minor commodities amounts to a demonstration that his main con-
clusions are insensitive to weightings (57). Using these indices, Jevons is
able to compare price changes between cycles for the period before the
discovery of gold in California through 1862. He concludes that prices
in general have risen 9 to 15 percent over that period and that this price
rise could be caused only by changes in the stock of gold.!8 (See Peart
this volume for a discussion of the reactions to Jevons’s conclusions.)

Like the earlier authors, Jevons adopts strategies of isolation and com-
pensation. The cross-sectional averaging process implicit in the con-
struction of his index numbers is one such strategy, as is the use of busi-
ness cycle averages of the index numbers themselves. He also makes
adjustments to the data—for example, to cotton prices affected by the
American Civil War—to account for special circumstances unrelated to
gold (1863, 26-27).

The assumption of independence is crucial if his averages are to elim-
inate disturbing influences. And while Jevons investigates possible lack
of independence among the minor commodities, noting for instance that
bar iron, pig iron, and tinned iron plates, which appear as individual
commodities are effectively a single commodity (1863, 54), he never
offers any detailed support for the notion that the only source of inter-
dependent price movement must come from changes in the gold sup-
ply.1? In particular, he does not confront the possibility raised by Smith

(1966) finds the earliest example of an index number in 1675. While Smith did not use index
numbers himself, much of his data is drawn from William Fleetwood, whom Chance (109)
credits with having been aware of all the elements of index numbers.

18. The range of estimates corresponds to the range of price indices that he computes.

19. Jevons also believes that technological progress can affect the value of gold indepen-
dently of the supply of gold, but he expects the effects to act too slowly to interfere with his
measurements over the chosen time horizon.
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that secular changes in relative prices might undermine the ability of the
index numbers to extract the monetary signal from the economic noise.20
It may be true that as matters of pure data processing, Jevons’s index
numbers are, as he writes, “independent of any assumptions as to the
cause of the fall in the value of gold” (58-59). Nevertheless, his choice
of how to construct them and how to manipulate them is guided by his
theoretical assumptions and his ultimate purpose of identifying the cause
of the decline of the value of gold with its changing supply.

In constructing his index numbers Jevons, like the previous authors,
employs the method of residues. Because it differs from modern prac-
tice, it is easy to misunderstand Jevons’s approach and to regard it as pos-
itively characterizing changes in the value of money rather than subtract-
ing away nonmonetary influences. Unlike modern economists, Jevons
does not argue that his index number captures the change in the value
of money in a neutral way that could be used as an input into a study of
the causes of that change. Rather he claims that, in the very construction
of the index number itself, the nonmonetary causes have cancelled out.
The index number is itself a residue—whatever would not cancel—and
is a measure of the monetary causes of changing prices.

Both Tooke and Jevons appeal to the method of residues. Given
Tooke’s theoretical assumptions, the method of residues all but guaran-
tees that little of the change in prices will be attributed to money. Jevons
seems to speak directly to Tooke’s measurement strategy when he writes:

It may seem to some persons that the best and perhaps only way to
ascertain whether and why prices have altered, is to examine the cir-
cumstances of the demand and supply of each article. I do not hesi-
tate to say that the whole inquiry would be thrown into confusion by
any such attempt, and that for the particular purposes of our inquiry
it is better not to know the details concerning the articles. If you are
able to explain the rise or fall of one commodity by circumstances
unconnected with gold, and throw it out of the inquiry, you must do
the same with others, or else the impartial balance of the inquiry is
overthrown. . . . A searching inquiry into the conditions of supply and
demand of every article would result in every one being thrown out as

20. He offers a decomposition of price changes into a trend and an idiosyncratic relative
price component that depends on mean reversion in the relative price component. The necessary
mean reversion is an untestable identifying assumption.
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unworthy of reliance as a measure of the value of gold. (1863, 58)2!

Jevons’s conclusion, although it is antithetical to Tooke’s, bears the same
self-validating quality: best to leave some proportion of the change in
prices unexplained, for that proportion is what is attributable to gold,
and otherwise nothing would be attributed to gold.

Measuring the Value of Money in Historical Context

It should come as no surprise that we found that the measurement strate-
gies of each of the authors reviewed are imbued with theoretical pre-
suppositions and are shaped by the author’s particular conception of the
value of money. This conclusion is inevitable because it reflects our own
methodological presupposition. Although it was not obvious beforehand,
rereading the four authors with the question “How did they try to mea-
sure?” squarely in mind made us realize just how different their inves-
tigative aims and conceptions of the value of money are. To some extent
this was not obvious to the authors themselves. Tooke seems to talk past
Smith in his detailed criticism of Smith’s measurements. He betrays little
recognition of how much Smith was concerned with secular rather than
short-run change and with a desire to address the causes of prosperity
rather than just the causes of price change.

A focus on causes is common to all the authors. One might think
that there is a neutral description of the changes in the value of money
on which all could agree as a preliminary to debating the causes. Both
Jevons and Tooke are explicit in claiming that this is so. But the practice
of all the authors belies their protestations: each has devised a measur-
ing strategy that aims to reveal the quantitative significance of particular
causes of changing prices. Both Tooke’s and Jevons’s measurement strat-
egies very nearly build their qualitative—if not quantitative—conclu-
sions into their measuring systems.

A final point, not obvious at the beginning, is that all the authors iden-
tify the monetary causes of price change through the method of residues:
whatever is left after all the other factors are accounted for must be attrib-
utable to money. Why measure negatively? We end with a conjectured
answer. The very notion of the general value of money is a fuzzy one. It

21. This view is contradicted by Jevons himself when he adjusts the data for the effects
of the American Civil War on cotton prices. It appears Jevons is willing to throw out some
observations.
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is hard to be precise about what it is conceptually. Therefore it is equally
hard to know what in the world to measure that might correspond to it.
But it is feasible to measure some things in the world that it is not. What-
ever is left must include the value of money.
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